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PIs Involved

• Andrew Chien (MicroGrid)
• Rich Wolski (NWS, performance prediction)
• Ian Foster (Middleware)



Grid Application Developer

• How will my software behave on the projected hardware configuration? 
(performance)

• How will it behave dynamically?  (robustness)
• How will it interact with other Grid applications an uses of the system?
• How can I make this a robust, stable, reusable application?

“Cactus”

“Zeus-MP”

“NetSolve”

“SF-Express”

“Distributed Viz”

“GTomo”

“Tardis”



Grid System Software Developer

• Libraries – network, performance instrumentation, runtime environment 
(e.g. Globus)

• Program Preparation System – dynamic compilers, runtime, etc.
• Do these things work and how well?  
• With what applications and what range of applications?

“GrADS”

“PPS”

“Nimrod”

“Globus”

“NWS”

Grid Researchers



Grid System Administrator

• What if I change my resource access policies? 
• What if I add/take away these resources?
• What if I change the “price” charged for resources?
• What happened to my Grid when it melted down last week?



Testbeds for Grid Research

• Successful Systems Research requires experimental evaluation
• Require “in vitro” and “in vivo” testbeds

—MicroGrid: fine grain control, non-realtime execution
—MacroGrid: large scale, realtime execution, subject to uncontrollable 

external influence



GrADS Testbed Infrastructure

• Common services across testbeds and target execution 
environment
—Smooth transition between macro and micro testbeds and production 

Grids

MicroGrid
Testbeds

Core Middleware Services

Experimental GrADS Software Environment

MacroGrid
Testbeds

Production
Grids

Core GrADS Software Environment



Middleware for GrADS

• Grid middleware defines basic services on which GrADS is 
layered
—Grid services defines target for GrADS development tools

• CGrADS software builds on Globus
—Security (authentication, authorization, privacy)
—Information service (configuration and discovery)
—Resource management (reservation, management)

• Same services and APIs provided on Micro and Macro testbeds



Why a MicroGrid?

• Realistic modeling of a broad range of Grid systems, 
applications, environments, and dynamic behavior
—Challenges: complex dynamic behavior, coupled communication, 

computing, and storage, Model Performance, Availability, Failure
—Requirements: Real applications (tools and middleware); Scalable and 

High fidelity; Repeatable behavior

• Deeper/broader understanding via simulation with detailed 
control
—Develop models for system policy, application adaptation, etc.
—Enable design of robust, reliable, Grids and Applications

• Provide environment for teaching and education
—Grid education on a campus cluster



Grid Application

Virtual Grid

MicroGrid Software

LAN Workgroup Scalable Cluster Heterogeneous Environment

MicroGrid Structure

• A scientific tool for modeling Computational Grids
— Run arbitrary Grid applications on any virtual Grid resources
— Allow the study of complex dynamic behavior of large 

systems



MicroGrid Approach

• Scalable computing system testbed platform
—Desktop workstation, cluster, Teragrid, parallel computer

• Virtualized Globus environment
—Applications and tools run without modification

• Coupled network simulator to model network behavior
—Based on NS; building new scalable simulator

• Ability to scale:
—Number and performance of processors
—Storage performance
—Network performance
—Network topology



Why a MacroGrid?

• Study behavior in real environment
—Performance against open networks, production schedulers 

background loads

• At speed performance of execution
—Larger data-sets, coupling with real-time components

• Runtime environment for GrADS Experiments
—Staging ground for transition to production Grids

• Provides every day development environment
—Sitting on desktop and on local resources



GrADS MacroGrid Approach

• Build on standard Globus deployment
• Specialized instrumentation and monitoring to drive GrADS 

software
— Network Weather Service (measurement and prediction)

• Customized information services to capture execution space
— GrADS testbed as a “virtual organization”

• Web based tools to disseminate information
— Oriented towards users and administrators

• Additional services to support software distribution and other 
group activities



System Status



Resource Status Information



Testbed as Virtual Organization

• Need structure to coordinate distributed experiments
• Distributed resource base, software base
• Distributed experimenter base

• Provide project and experiment specific views of Grid
• Collates and presents information about experiment resources in a 

uniform view

• More than just Grid stuff
• Browsers, POC information, web pages, mailing lists etc



Accomplishments

• Globus 1.1.3 Toolkit and NWS established as foundation for 
GrADS software development 

• MicroGrid system demonstrated ability to support existing 
Globus toolkit, applications and tools (critical for significant
experiments)
— Globus toolkit, a range of emulated network environments
— Autopilot, Fuzzy Library, SDDF, MPICH-G, …
— NPB, Cactus, parts of ScaLAPACK

• MicroGrid system demonstrated accurate simulation
• MacroGrid operational across GrADS computing sites

— Used for two application experiments to date
• Basic testbed management tools developed
• Starting second iteration of both testbed technologies

— Performance tuning, feature enhancement
— Extend scope



We learned…

• MicroGrid
—Existing network simulation tools and traffic models are inadequate

– don’t scale, don’t support emulation
—Deriving network configuration information is challenging

– Tie in to MacroGrid historical data
—Extrapolation of results is a challenge due to nonlinearity of behavior
—There’s a LOT more work to be done to support

– large-scale, high speed simulations,
– with flexible choice of resource models,
– simulating a wide range of environments, and
– executing on a wide range of physical hardware resources.

• MacroGrid
—Running a testbed is hard
—Need to enhance agility and flexibility of testbed environment
—Having established, maintained infrastructure is a valuable tool



Research Challenges

• MicroGrid
— Scalable Grid Emulation

– Modeling Grids with 105 to 109 elements (nodes, routers, etc.)
– Execute on large scale computational engines (e.g. TeraGrid)

— Traffic Modeling
– Background loads for experiments (traditional)
– New aggregate models for Grid applications (self-interaction)

— Behavioral Extrapolation
– Experiments which characterize an application’s dynamic behavior
– Extrapolation to space of runtime conditions

• MacroGrid
— Middleware support for adaptive application development/execution
— Information infrastructure to drive higher-level CGrADS components

– Coupling of MacroGrid monitoring into MicroGrid configuration
— Flexible virtual organization creation



Testbeds in Context

• The Globus Grid Toolkit
—Basic Grid services, API’s and tools

• GrADS
—Initial development of testbeds

• CGrADS
—Flexible, persistent testbed environments
—Tighter coupling between MicroGrid, MacroGrid and production Grid 

services
—New services to support application development environments


